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Section 1

Question 1

1. **Fit a tree to the data. Summarize the results. Display the tree graphically and explicitly describe the regions corresponding to the terminal nodes. Report the test MSE.**The summary is as follows:  
   **![Text

   Description automatically generated](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAa4AAACSCAYAAAAdOi74AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAC92SURBVHhe7Z09Tx271sed51OAlBRIp6WhCkinQcoHyEa5UqC6SkkX0YWTgpAuoqOMTgWRbgT5AEg0V2KnuTRpI+0iRyLfgmetZXtm2WOPPW9774H1u5pzw/aMx+Oxvfw26//kHlCCIAiCMBL+z/y/IAiCIIyCx2m4/jlXO0+eqI/fzd+CIAjCaJARlyAIgjAqmOGaqo8wCnnCj3+dq98m9EHxdFdd3N+rd8/N33Nk+gHy9cPU/CUIgiA0pTLiOp7eK9yvcX9/o46/7qn9L67p+v1lhxm3j2DuOL/V+b9s2BP18cNHZvy0Yfz4nZ+zo87/ocASM41XxOFM51WNa5NwN+2BewNkWCLnWKNTnwdh7DVb7+GP91vl9cyI0TmYX98h3wLhGvcZd7z3kw4v0yJTpYIgjJGaqcI1tfbK/NOADd7q7oa6IcN2r26ODtUWa1inH1bV3vqNMXx3au3HoQkpOdzcV+pEh5958ZPReranNqzxnB7D+aVhmH7YUodHNn598FFTKnzl9YX5HYyy+Y2Dz7f140zd2et/7aiLZ56BA6Oz+vPAxIPPcKg+BYyDj733zRH8wdP416Y+wQKdhdWrbR0Gz++CRmlL3Z7f6fBfZ0rt7rP0pcIFQRAeANDAGW7uoZm8hxEXcXc+uVdqcn/2S/8Nv9yDobmfnEOzbpkewznHcCXiXk9g+KszuBIJhHvQPYvzkVSaXFLhJRivf17g+bzfwOjcg9Ghf1tCv9VRd371+T2c/Ea8NKfCBUEQHgCVEdfhpp5i0iOrC7X71ASomZp9Vepyd7WYhnqyyUZU/8zUrZqoteL85sx+XuoRh40fRg98zKZHLadKvTXh3hpcKrwe/Xwbayvm75LLnzPzr8Xye3YL/4VRbpE/MMKFNFtS4YIgCA+B8BrXrzMwQYfq2lkD0VOH0HvX01DF8U55k12tWftjomDEUU7VmcPdRLGidv+Dv9+pMwVGrrIGlAqPoZ/vdlY1dZM/1sy/FsvK2gb897iYqrXHxWttbFPhgiAID4HwGhfuuqP1Jb6+s6K2X05gxPW5WHNyeLqtdl5dqr2/TSiuV/ERWQYrf+6oCYy4Pgc3DfxW0+/O+EqtrZt/EqnwFOb5vl2Xo7R/rtXF14na+bO/hp+Mc1ueb4NZqllTS4UbZHOGIAhjJr454/k7dT/dUHvPygYOp+Luzm/ZVBQedvMEjHROYKRmd8w9m6mDyuaCBGgwYbR3a6Yr7WHvPzth05Rw0EYKtrkhFZ4Cn+9mnU1VPrtQO7/4dGl3Vl4fqGO+q7DRdOamend/ozb4dC0c5c7BVLggCML4GdRXIe1C/Laj7v6zC2ZNEARBELpTsx2+K1P1efdSTV5ui9ESBEEQeqPXERd+oEsf2Frwe6UGU3WCIAiCkEJkTQRBEIRRMeBUoSAIgiD0jxguQRAEYVQsteHS3xv5znB9R7phZ7mLwHXQK99JPQSoDGZ/xC5UQIfRjT756Iaug3mOr4XxsqSGS3uQp630jtspbEg+qUPHu0a/31l1YfMvm6awE19BEIaF6iBYLfzWVDqODxfPcOnRzKJf+O8v+2pPgXEKfP9F/gzX12SLvbCckCzP8swCjBErH9Qacp7gKksIDwtjuKxGlnZqax3tutNd1qjV62lZd0L6qBacVDje5/OuUmcnrtGy11X0rLxpCHe6zk2frRA8DaVXCXw+OP+L1sLC3+15Ng8qFarxNIg/zTnfTgI9D6R3Gnx+xNVTax7+EODv6KO6Nr9a3PILR/H+zXXP9tQl/A89zuhz3DIYv34e2DrsPmN9HW2aRq998P1Tc605Osr72/vWadZl1yEwXii7lCM5JIwQ3A5fUic9osNK2RCUzHClQbSsSCmr4Ut4pMIJRwqlSiNZkF9n9xMmX0LXwjNYmQ88v5T8MM+HcZM8iD6P4jT3q9w7mtZYPkJ8LL8ovjoZk57R+c9kTrz8qeRfBTf9Oj4uozJ2fBkYViYMd79Y7lD+ee/Zy1Of5PWDYutwqo7G05/CjU/np1snoQyZf9r0lPmtqdQzh/w6lC7PwlhpvMZ1PLVrSuiFna8v/VbX3y7V5PxN4S1+8wUUy/fXpkeVCtdoaY42mPi5pw7j+Pfiv6zXdXRTelN/feF5Tp+os39D6p6uqcmrM3Xau1f1FbXC1uOaOdyt9jSLo0mPmD+Xlz/kXT7q5Bhx06+90T8gyKnysToo3vumenPuvqOVp6xMQDlpmgNdrq+MhNjRZOR+PC0VHcJ19LTluvFUXb83dYiANuItxM+B5y9zoCpWmya/DunyPFPLIUok9EmPmzMSel3J8K4sv54Wwhuf1d1L82sO6EDXbv7wjr58QeLaAMS3fWXeT2gql0/1NHp/7jQjn2LEKdh5TplG+Wem0m+EdyBcvbg82l+v9eYC7x8OV/qnLfE6lAVp8qXg5aCdXlz7OiQ8FHo0XCm9rjw9r/a9+OXX08IKpwU69bPfeb35enoacTnohsrH7o7ENYItHjcarc1bdfbLvLsG3v9xw83FS/vu79TOt7IDs6Vuemp4hwbfwZa6Lcpw092j3a7va8TFcWc44nWoH9BogbFavzHPf6fOGo64mtQherZX8Ezmb+Hh4BkuXXDbkdDrSoYbUFPq64W6brwraz56WgUt9MZoR+TRdmGo6e9sehpxsbylTwug6bRTY9Pv7pvxp2F0Q7Cjts1UTZNpXXda1op9mqOJP0vatQeNdd2us5xzQhg9s0JAFQy106M3Kt9FeQqNMOqm/3Kur6GvEdfhlc0X4wi7mL63dXS1nSH0p+YrdUR3lI5fFDUg2HGqm/5rUocwTJx8P1Cg0LuYjQn28BeqUwvJenG3vN5fvE+FI3WLqvULtya8iNtdZK6/Fp/PnI+L5ub+lBZ7jVlMp7gxvPHmDLs4ro/jqf17PhscdL4e3x/jgjndN5A/LH3VdJnFdhM+Ob8xf7dfzG+MfQc1ZSDrnBi8/MP1zvsHnPIL7/7G/M03GDjnwMHLQc71w2HK5ZH7jD5++huVz1QdcdoXiNf+7aTDrSduHcusQxTvfOqVMH+W1MmumVKIfMsltIOmWR6JPho+67469TbfPHb0VKWatlkT09dG5xjQKcCylCua0j5U0GEYyRS00JQe17j6RE8l3b28UKuBb8UEoZZ/ztX+7gbbHSh0p2aqGo8lMVr0reWmojUwMVoPF5E1eUQ8phGXEKLLiEsQlgcxXIIgCMKoWNKpQkEQBEEII4ZLEARBGBULMVz6Q8qQg916Kk5uPSi8h48yHyo638v88R3kpsLHCD1T0++5ACpLc3WAK4wK862gtDGL4UGNuEQPq57yA9awx4JUuCAIwjJQGK7YaAZ7rH33vHUD6bp6EjQ0QpCe/sKhTtAQuy+ppy6feNSRmlkZmqz7P91VF9DJk92Zi6EwXCFP7fAKSRurcFFTo6WD56Ivvbhel+tkNdw46zjK+MNDcT4l2Hiobt0BBa/Pu3+cjOu9+xd5ZPKWXAx93VOrNpzlU8WoUVz8HXh5DEdvnQ5KX2B6t0FDnE6/OYelP1RO+PuvhvN3UNXTqsd7f37jVTyre15eHptravW69DnDa97VU/8OvDwKhLnph4PnY00bYu9bp8dljQpPI8//itHB+/llJFIHc+7v5k243Dvl0zsnlP66d9i4fXss4HZ4ja9FBKDbFO6KpVZLx7pese5/qnpdBb4bmIJ6rR3rkqhwoRN166LTUnG5ZNzRxK6vdwmVQ0IryNy/zr0PudsJ5k0gjOLjz+/eX7vuCeVP4F07hMLD1zTJs2T66e9691Funvpp8v82ZbLFO6W0+teZ9+e4uGrqWqj2GdN1yH+nfv6nwlPo62Ppq5YB953a9LM65jxvpF561KWZwiAOmwa8P09P5Vq/rTHvkF/jk5dn+CzVfHLzA/Det01/GX+4Xun3kM6rxwpb4/Kd1EKv6eSQOcQEMrR04npdOWRo7RwxT+K+U9QEv/97oS5fnak3kevpfu8/BXtRedSn396/f50vi3v/fvWytLaS6yTZ11/qCDmohdHI337/04L3gzL21k7heWU2Q0+rO/C8v1i5Ru02datmrctMlaE17+Ik9LgCTqtX/txRE88pNjS2ZR0171Tnj24zDk+qo+hG1Grq1TNsHczXBCwdS6+otfWq9JJdb5apyDDO5gynEGIhVayRJ/gUQDstnRR8CN231g55kubTcJ7vNV1YTpV6a8ID01Qp6tJP919fKwv1EPCpmF71zoDnb9TZq1IOnbzLHx007JzUYdwKvbgunsGZKjHe1A83zfPB4Xtv77fELBvam/pwmnf6+qgeF+XvhlqrvG9rmFIYVYATpfZN+ua9c3XYOhjPv2XSBHwIuLsKn+6qgyPd453+vaeUIwmARqublk4KbPQb6VUZmYhqRQpDIyB0Bmrit4fbqzGVC59PgZHj8+UJUumn+/+Ydett1oFGq6VeVh5m1EUjHL3+2dtoi2MELTH9h5tsjcBIhmCP3r47Oh6NCys9Ypl01LyLo6+P6nFFR5f5dZAwGxvuf50p1VZCpSXD1sF4/i2LJuBDwTVcgJ5a2FJb730dK92bSGnpdIF6QymtHTbtgcb1kulDpdAjypg0PTTF33mB00P4JqTSb+9fZwzzp/em6iMt9Jd00cvKhvTSIA8/XHccbVXTr75Dh8n8k6CGkrOpto9qpppSelrLgDG+7Uhp2qXCUyT0uALTXnrqLbMO/gPvlxu9SF74U+ytwU0Y3ogzpw62v7+/3AK01ASUzRkJoEfmUbOgTQvRZnERF4Dt33Ru3sIr4S+YFpSLu3j4Wju4sDk5P2PnxBbFa9JSLLCXhz5PL5Ly38NprKM+/UT0/hY/HfwZefzwO8XFw91r43pZ4QXhkvpwvXAcW8CvI5F+p3zpI/QOiwVue/D3xOOAcklpTS60Vwle5y20E6HfEuj8K9NfPmNNuWX41/v1IBWeov56t4y7dSSUfvZboOyHy1j8HsmNE/weeF2orQmkI5TmIty/nsBzwu/dLZ/uOaH0h36z7yBVFh4r4mRXaAxNiYqXeUEQFoQYLqEZOP3ybE9tiDSGIAgLorLGJQhB7EebYLTU+Z0YLUEQFoaMuARBEIRRISMuQRAEYVSI4RIEQRBGRdVw+Q4os71HeI41Wzj3pG974Fr97YL+97y/rF9muFcOPKp5o9+B/t28jwYfUHe/PpeW75bKZtixaS6Uh6ZM6/xsU04HhDyfmDTRv5s8r87XbnVw0Sy6DVj0/RfNvNqAbkRGXMeF94eKVwLjUqj6YZz1OIFHH3pY+it0oaSZXlbzD6hdul6//PTry3EAKh9gpzAus/Do3WvKIlh0G/DY26DlbQOypwqL3v4VmrWhwIJi3cfoTIv6TRMCuHmGHgCauZrpen0uuoFt4hw1m8SojIyV9VWHhuEVlDkKWRJ4msizRMg34ENm0W3AY2+D5tUGdAR6Zy70VXndl/ahr+N98JxmX+tnU/nqnX+Z7n3xDgdPp/1C3fUM4KWzNn7AC0/FX3gGoOsCX9rjl/3sq3nfa0E4n1OeLwYg6u0E0xJ/B04aPc8Y4Wfj10/uj48gP2z+FHkYukf13esjkOejxvWOcnwUeS+U1+E6WFv+vXfUONx/D07adNjx1H0G32vE0tNDG0T/Hwj33y8evA7Ru4M8vQm1MQWh+qGx15NHkeKc8dWRcRkuU2CqL8qSp+dVVhTPAKTiN+HFs3uNg43fXo+FhMdlC22J1+hXGptYXnvpnge8XFA6bbr5u9bpdfMzVCl0+tPPpeNzDRfmcU2eRe/5MHDLkM6vJoZLG63y90qZzNDci9f9arksGkr6y7xPHsfY3pcpg/G6101T0M2vKvr91dWx+jpor6+kyWmXlp9R7SpMa+nk6XnFtHBS8dvwmJ4XUaMVVNFGQgec66Wj2unVoeOkt3Aqe7UEi6M0baU9g6Pz3skrpZ2tood+O7X1/Rpyg+lhhbSI6qg4JA3paQ2vh7W8GD2ywtG19tafT4ZeV63mnv476uS4s17X8tNXG1Q8v9eG0FR21BG4gd/fr2M5dRCu5+7aKI1DqlYMwKgMV46WDt9519QzeCp+CkfP0iZ+X88ridGzsoUUvdtvFI3QbzX7Ac1yaD55KQoVNlrYwGDjt6EOTnaUQoMPhsvK32hv9Idqq8ifhpptUb0ngWgo41MlR6/L7CQLvr+Enlb0/Y3HMKUYug2ykj7bV/YdNNsZ2rkOjoRRGa5UzwALTCM9L49U/BSOvRUTvz3y3R9p2QM9goLe8w8u1OmO/hwGE75rgk7f7exazdZhVIg9Zeipn0NFsQu5epce25FqjkE2YQgt0COmSVSvC41WhuZeTE8rOvrtYmyXi97bIOqMVNn8S19/cwRGqPaTJFde6rHUwVEZrpSWDvWGUnpeNaTit+G1w/gEK68P1DE2+F8+qVtHqDMwbVOZGlosWGkvd/fULY0KcRrzVl18g99to2SmPaxCcmP869voadHU0wPFTPug0CuBOygbKRyn9LoSmnspPa2uel0joJc2iNVxrSlYdmCn3914yVD6sKlXUiHnU4Nd6+BIaL4d3kyPFfLpLeTtW4M9PejlTd5vmbTow/b4Nv+6AaNQhl2/gL9pai9zuJ2I34bfMul4JzwLbPAP1R70yorCZnn+Dnpot2yYvwUleXm8sOveXLmGsfYHjBC/8qkh3OZ+ozb4VBQc+R9wwvXT43Iq62RN3TQcNWMcb86V2ntW3r/Z+1lmVtTuCSufz2bqoOH3Wrju6pYxPGz90Plf1O0n12rbvg9qqGfqE8tXLJ+3jsNlnEp03/+Dk7/pow06UurahG+9h9ERz58rN14avfn592pDzd7acKXOfnGF6651cBxUnexiLw4rRLbcdwj84hwKfac4BAFK0geo3IpvqBE4NDUl2mijoWt5lvetiYy42OJeK5dPDTctCEII6ER9WqKp0uVjqj7vXqqJN+UsCA+dquGyC6/2yLbs3OUTHjLaEprCOz9wiPZXBeyxF/mDHUT2+YUgPBaqU4WCIAiCsMSMalehIAiCIIjhEgRBEEbFHA0X17lZZnQ6y3WEbvpPi2EYHaHykwh9LMMWW0rTEuoFCYIwHDLi8qAP+hzvGMwv3iOnmR6YEEN3AOIdIr4B46F9fyMIfcAMV6iXDr/N8wPjJSDHF1kd1OgsfAQwoN6V0BprkPZ/bqjYZ9XFdz7UQdAfkorxEgSXyogr7g6mOtWHlayoVKiMDEbunCon9ibt1mbfawWfigt4tCAhQBtevR8aBT5l1bRS28ZDH2Wv18a59R7+4F/FZxru6PW+Eat5PooD72dUpt3rdX5+/GKux9/Nec47sNfB4U/LBuN3ev7ednQ4+mw00/cHvPypdgLc8nNtfuU479h7f/Y9xcIJm4bKvbth/c9d/DsmzIcuvibq7N/2QxLjSeTbdVYZFITHgme4Jmry6lBtta2wX/fU7AU6hrxUe8/2lTrBKSVX9uNwEz1q6ApMDiT5vbDBeLanNqY6/J7cz3jGDYzCvjql8KZOdLHR2vrBpgF/7aiLZ7rhtNNgN0dwIkqf2HMyv2OLXs+/kM95PnQPc7VdhPscflPq1LqcwfN4w2Y8S9dO5WH8J2tFHtC7sr7vgO0TkzY4MH/jHZmW1N4fjBLPHwyH8YdrvLWbIR2+rWaeL0MasRTvGPJB7al9a3wh//fJRU4Zf/53inOAJCk87+rouPbrTAVcLwvCo8UzXChXoRvFVpsojLNIdAw5OT8Nrg0dT8sPk32nsl31ruoxWkTcy0BTvaiOZD0frq9ZY4eGyHMNc/wWGlpybnqsbtq4jcH4WWPtert2tYS0b8Keqbu/0RLaZh8cO2WE9J6YQ1EoSa5el3FKjHlEfxunstawU765hjqI/Qi/pVue/nksemOCkEd1cwZU2lNoDKJicQNC60vkkNJO5fTpOkp7urYSHJyglMgADPt8PcGn8Rp5Hu8OaQlZUUoH03CT3lMNRiKidBLr6yHptb/7F9dFeKsO2twRjTJB4FQNF7Dy+tRMsQzboPsNFfW+sUdup3HM0Y/LH61FdDurmuOgeOMADPt8PYBGa/O2nEoLTFUOiVZ/DU2LZTbcRmYDFXZ5/lamA+2UKk3Vemtsi4RG4N7oCo110JgLwuMlaLhwigXlE9TuXnREQOtFuBGhIaUMfdVBaB96V3G8aSMkIDXeFTJOEYZ9vu7ojkSpnaTVVOdIYOp0egUl0Oob+eFgaP0R1fYRlLHYbMH3aTEtTeD6kfmnw0CbM9Jg+r01Pxj1ihNdQXCJGC7ATBmW6PUEOw2DGyRoI0IjJursDztNE3AQarRuuuldxcE1sZt1NlX37ELt/Or3Oy0tFBnZlTjw83XFjrRt/uyrA9pcs1XzzVG/bKp3Xv64EhB6l10xFXi1Xdmggzv3nHeMR/EOrl0dKtoIMr/v9IrdjnDfS1xrs9pWzEBS+nFDCqVRb0SRzxoEwUWc7AqCIAijIj7iEgRBEIQlRAyXIAiCMCrEcAmCIAijQgyXIAiCMCrEcAmCIAijYiGGSzs6DTjYrYAOVfvbiu062B2L14QuGMe8vT+ndnQrXsuFxwC2V1LWl4tHNeKy3rlRLmK+PiGEh4PrQb9tp6Cu88Y7WH6D6Xe+moYPjuP5H47YR9x0XstOqXOPQB6mwhsxVZ+/7ajTBt/S6Xdr7++WEf/96KNrGh8fzHBxuQhzhCQfekB7Ui+d7Qpj47HqfaHRWlUXL413evOxdGPjRV7qw14XsWGr1eN6wZQH4P4Kwp37p8KHplAo0PcPO+zWHkFagUYJGo4bcw9SmODtVCq8ISgse9vEcwm9243i/r4CRNl51gd9QG89wwjZVEZcpZ83GJV8ZZIQBrc34fUUnJ6OH+5pPUUKE49/x/OVSL0V3oPD+znxVI1vf5XWTFt+0c+IjYlNq3MP6y4oeP/69FF8+DxOPjbslfJrPwTVqpw0lI2i/r2SX/g8No+991vNW+8dw8Eb3dznq/RKvV67Ex4qR0O5bPK901uH1IUbsxwgj97uqY1zaNTNLyVpPa7N56yJI3UD1/9mKnyumPv7TD+gR5CzVrMe6AJscv6maOg3/9LtlHWjlgpvBrql22BqBBn4jqDRrVjU16QezRVqEEI2NVOF2iktBxueVdabcPW0oOGDXpTr4JSPqlbU7n/M7zHnrdCg8fhP1UVD7+lr6g3TWkKXVP16ub9Uez+NBhb0ZNHtFfaYioYLG8xava2M9EElq9PLqgXvz53kvpipva8mjEDjxPSsqEe+bwyHcenlpWf6NzyPlQnJ0PtK6nklno9GHO+Pyx4rHqxiU3hMb2tgtCyN2wiRY+BCFibN7y/7am/9Rr370/zAaarHlfK1OYAvzkZ8/wxvh8n4IFDH8f2dvu7XbXDKOLcx3jTaYkYwC6gj1C5ih+w7tgcXaufEc/JsQAOuCgkeoQlRw0UVzCn0Rs+K92YcPS1t6LoYCr+3RH7/zL/zcPWk6hzetsP0hqkXhZXPLXJpva2M9NXpVSWg+x8dlL73nr9xDYzRuypHDK4emXYCfKGuixEQjACgkXEanloy9Lxqn8/oaTHNNpeE3pYFfUJ6Bm9QcoUeoWNB00iN0xXS49IjNxXRvUuHV+GzHf5RHV3HKUbE8Jg3jmd+7NxCxyrSkOeAbQ7vDKFx4Z3bVHg+LUZbBl2voUO2iT4pI8oGUBY+KejALIsyxMioGC7rwFSPfLgDUq1nhSONokA789RmRHWi1L4Jb7Yw/FvNfph/doBXPtdz+PDk6G0NmT66fw3a2zv2Bm36Vt0RGTT4BzACsoas8fw+wqcBm65jkJ7WJC5hktTbWhBZsiNmijBqlOvwGz8cOa+q2dvYOmMqPIxV8Q4dTRrYYh3n15r6BO/IGj09RZhvSIPAiObu/LYow9oRNNPZS4Vn0mq0heCsEU7/mXzToy9/8wWWBRiJFVPCQlPCa1y4qAoNnKPMa0ZUk0I23R5eRbS93QUsDPtTmb7n8KGhnlaN3tai06dHQN40HBy8caMeK41gcITdsMeJRquLnhfpaV3G1X4pnK/DmsPX2xoIPSJ1R1fUGVhfS9+fpu2Y0SUP8boTUdSRLD0uaPT+tQVWIGZMUuFx+hpxFVBHCJ6ZptL1aLns+GKnTnvIb9bBdQ3sxZ8zmg7lhj0Vnqb9aItkeFh5oDU2vy3FKdR1NjMiNCY8VYjGh9Zn+MK5mZbx1yws/0zVlFc408jk40/76AoY7bPTeo4bSiMOtkMnNQLpm5Te1tDpc6duoRJ98EZUZuryU11DgdOL6kJdf8HK1Wy3U3c9L6OnFRV3TOhtWbBsYOPY9+YMmlpl+UdTf5fq+AXLpdi9bYfOHtQ51J2I0sCk9bjoneIaWcQopcLr6GvEVYDTYWCstFCrUZ8uDmzQJ9TJ8UeFeqoxZ1OSHsU60+MOqfAwrUdbAHVeWR2sziJAmk6gcyejrU7EN2fgQvx0g3pEtreFBZsPw/Vhh8Ez9cnqC9GhNwE0KfCuHtS+UidYuEs2/62311L8b5U69Xr01LthWljXL/SOotV5fSeBjRM0SDG9rcHTVywM2/j9TRTYeOgt1jYNeLg9XuxAKLW327xy9aHnRXpU2HjzssR2DlJ4VG9raHA6/E7tfDP5ZzbitGrUI9DzRfW49KhFcb03OMrRUCp8eJxRG+SP6ltPzHYM6NBG2lnLTIUnaT/aQrCN5HWwovlHI+9MRW8hiuhxCYIgGNDw4m7hXo2t0DtiuARBEAjc1HKttsU5wtIjhksQBEEYFfE1LkEQBEFYQsRwCYIgCKNCDJcgCIIwKloZLr3ldU5bzEOYLa/+Nl/6/qPvb3dCRO6/HOD3b3Y7sD6WL524CJ734SmVtb7eqbNVGo65baMXBKFPZMT10MCv8r+63jH6/M5o1LCPgOfttUQQhP5ghkv3gnlPPdYj1V/Yt9kyqu/ReQRgGqAhGuSsUduA9++K9l6R4ztvkTxWPS9BEPqgMuLifuC0hwI7JehNQYWMGnewSod/rXbhxJ2kciNmjQb/+r6i52R+r3MJU3inhiMUfwGm1zyHjXvL9zzAzs+5P7+3f07o+ZpOubrXsuczeU9OZx1Hv/nxU9yYH/w9Voy428Fxp/uq05ROuFc+wh0YHv9H5SiK0VQfz1N9Px6Pnz9NpwOzrrdTjpW8EQRhHtROFboOIlN6WtDgRPW47LUYn2scK6MWMBr45TqG+dM5pS81HU8QuP76hYm/oocVx8aNGlnqiKnIMncxqftjo1dqRcHxa0ddPPMMHKRv9eeBiQddMiV8B3Kg4edOejEdCjoB1HCjiy74jfLMcfTbcGSMRu9qW19bec9oVGJ6Xvj8+6S/xJ0MO6Mqk8a4nhcaIhb//baaNfX+/qcuO3SgP8Aa35EVwCDt76rSSTAec3LgKwhCPok1Lu0RPk+ETZ/bWbgRjIZt7NBQNJ5OgusLY1jRwxoSo1fGZUA8vSsCjWJhDFfU2rpSlz+z1Jy052lH5ts4nW2kwJsAjZ5NHxoa7uctpeeF3uebGAofX2EYng/FLZuw8pSVl6aOno13+qRwp10ra+QDTxCEvuhxc0ZXPa6xo/XKQro/uYapHq1Xpj1tezRQ4O1CUs/LjKi2r2x4s2nQiux5K/hUY426QBDjwfzFtbk+Np0pCMIiSRiueGMcxfZGF6DHVSElTNgr8dFp0Ng0pmZ0lqMH1QM5el6IFRIkL9kN15i64U1l1k0p12GnNCvSPoIgLAM1hkuvNxy+ypRuz9Lj0o37oHA9qr/31CXTh3LABfaAQq+W3W5DQEaepr4maufPfsyKr7eFDTVJ2XM9qCFJ6HlNv7vjq8Z56U/t0ppefAxW0RszHZUiv+nvBkD6nSeAMhx8AtmcIQgLpWK4yh1/Rssme3E6R49rRe2+xV5seV7f04mT8zV1beLeeg+jA5b+lJ4XsvL6wNHMarIrDdfkHK0oX4unKzAScPXQ2indtieh53Xl6kDRRpJGmxsgfhrlmDiutt0NOjCaP2BaXRW9MQg/PVellhe84wO4HuPLK2fXLG/hIL2tHt+fIAi9IN7hBUEQhFHR4+YMQRAEQRgeMVyCIAjCqBDDJQiCIIwKMVyCIAjCqBDDJQiCIIyKcRou8x2NeDUQUpDT3MD3VuTweK4fRwvLCX60Lh+Zjw0ZcfWOcTkkH6cKwgBwl154NHQrJjwIlsZwaTmQqmRFsFe8jHpY1pvCk2ul0MN8SwppEfN3M3xZkRFV6pA3CiODMsTImtxSPSrP76bB52XL5Pm4fIoaf5J0aHWFrbl2Ej3D+YhG7Vbyh9dH3W7Pv51ZshEX86SO7pLUxHG542olVYf3fehdtcb6aLx/p7bNT1X83iIrBKaRruhpZVcMNFrG24mp2NrLRvn8FaNIDdeSGTfusuvqUE1eVZ0u6coSyx+ex56el5//gQbPLTtwVPILy50bz6ga/q8X6trUm9//vVAqkL+19cfTVHPDdb58/O51oAYzLNrNGifUBvjvxw1r4gAbn4/7wjSahayM2PsXYH5l1+FxUKpRoMs5aKMdN35+59nL/0BntJJnGSyV4To+P1PK+PqjSvVyx/F3mKvH1VrvamCmH7bUIdf6gqOUYInoaeWOCkiyf6LO/l36LST3Vdz337IDz312ZNOLleJY7bykkAIs5KXmGbxftaf2i/eLlaZOz6vsrUel+5N6Xuhy6pNas5pd02N1ufuZNd7LzLE6O1emc4gyPAry1/Uoio0613wjR8m8UXn6humtYT2s1q/DzVU1e2vOwTx8/2mgNaSp+oz6aazME9AGxDT9sOHkz3cK3eNcBYHfXz7BuVx2B0oUupFjnYGHzgTa6GPbuUSZo6MdtUMhJdsntnzo/HfqB7mtQzdsZuAB74Pqc0OJoOUaca1tQyZgIcBKtQEFpIVX9Q56V0NDTmcHqsRast93KNxET2052H4BTSH26KBS3J6/8UavxqnwW2vMPcfGc9Hzgs4B9z9Jjnhv1WwkDdfan9DMYH5hXq0fqF2nihlNOch3W4Mqjp0hf8ocCjvNRqHYokNmNM56zZ9i1Ie+OgO+JGs0/WgUz55Pd+7ymP2ETpCjhwcM8XxLzbbaNp3L6dUtdBr8+SUoH+x9aEUJF/Lpij5H34LR24Q4TppP2S/ZVCE2ROgkFae8vALyANAjxlOl3pph9AObQugF9BCPTo6hQFe86htv79xJs+M9fuF6XiMAxT9hlLqKDoQrqgJaxuiSO1GuKCjwqSDPO/+8sLIzMOJeO4F0ZE8zaU07oRvYmcE6uPUjorxRdCxC5UdD6vpfL9XlEXSeQnEkWDLDBY079Aixjzw3qY65YwQ3zTTXasO53Rhafdifsmihp7ZwtKpzdfQImBEQ9ujtVAQdvW2y8NcwWup5LTV2XehYbVc2N+kR1ISt4ejjnelE+uuonnf+uaPVJlypn+HQMybeveaq+bckkPwQlBOu9m5Bo4WjKDaVHgKXTW6Pjkmto83mq6UzXEPvGNQL+4v4buO3mn7n4ys9jekTGlpn8fwNNCKu7DzNyUf11KCRhl63P0KxC9dD7OTLJb7jTxu1w5PISLWhnleFrnpeI0GP/K0x4pip1+iane4IlZ1K/ffiAEN6Aj36V2BwzS/1eFPLZIjzR9V2zZiv6ZHmX2zUgJt5AiOOZahj3dBrxb6ALOIvWWjVdBd8flzXOv3rnTql9S5vA1Boh7HH8hmusWIzG46t9/B3oelVGsnZiatjFVyURAOEI7HivNxdfziSgx7wj1ITa/XbjrpjBoAqXrFj8Vpt48K5CRsLaNQczTM8iinXhJ5Xis56XuMHjZqr+YaHLYNe/mIZos0pUK57mjlIwuoZTVVCbeFlPMXK61NWv/aVOmkyqsYG29Wj21J8TR3OyND8e8i4+ftE7asD/cmCbQepM1nq9NH5FJ7bzmlEj+vBYqZ1cKdhn2KWgiAY9NQy7jS8CY5ghaEQw/XQKeacxXgJwhCUnxCI8ZoXYrgEQRCEUSFrXIIgCMKoEMMlCIIgjAoxXIIgCMKoEMMlCIIgjIrmhsu482j38Rx3p6OPSjwmfjoqLpH86wN7/2uvB1LhXeklfuNWJ/RtDI8fDv59kf2w0T28j62d72ACH2I74c2+rciic/wmb0wc1XLohge/v6rJw5zrdT4P9xG7/kg+fv8UqesXHd6ZXuqYbkvi6YuH8+ejo1JP3TJUKedDt0H2/q3i9tPulvNUG9O8DQq1AW4aQrYm23AVCbpCZzFdwG8ejDsQOBwPGfhCN1XpmdqTDNAfANprted3x3N16vpk/B3pKf7fX/YjPuCgMnF3Kr/OlNrdLwqF9ohgwvDAjx+56yQsMM8u1I65/o4+tmUFpxLuyqJ0pnP8WKBX1cVL45IInv92kxfsarjaXXULPr0jlodwlB4A6q+3Ddb+z43BPtzGe9BHrZQ2/bFrk8Y/df2iwzvTUx0jpQbz7xCpcMftmONEQJchLi/keCkZtA2yHft9NVtvW0KtSzqTPnKGW6Yv1cY0b4P8NiBVxw0Q2JCbe0jKPby4FuC1x/DfMDdH6n5yfmf+QvD8yT00MkHuzif36qiMLXV90/ib0kv8v87uJ5BHZ96zERTG46vLz7v7s1dumJ9f+pwyzbHwdu+6Suf4Td5EnykW/uoM7kR/Oc9bIXm9ofIe+iJQXqbH1ftHSV2/6PDu9FLHTJrOKnEZEuGYhmiZxWujdbKn9GcQLLdtqH1/1TbGpRqebANSddywgDUudO+BvQJ/qkVLVrgOYdHpZ0wywNfiSV3fNP6m9BE/9Dbe7qmNaUSMkrkk+vgde1co6xD+6BFHbRcvS/mGOrTsi5G0+IN7fdP+FPuRRekeP2q0XXp+6ci3449Z0SMM8nWmtLAN+tabqJ2163KqIqe3W1w/MKhvpDZch60om5J7/9T1iw7vTB91zMxanOw65agkFa6xbq/80ST55juC2gsjTypfcJSjhaHboL6B9ujkkMkIuaTamGp4ug3IreNzNlxsqm+6AQ1w3jqB07DhUJsKRESLJ0CqYeynYY6T3TDjFOH6Ta2DYeuE93ATpzJiXqnBqH/bUaeeE0zyvM/1wEh80vy7hqH1zDrHbxtGlOx4xZ2gYufGlT25RSHIE6VOqRx6HvpT1y+MrnpfqesXHd6d3DpGXsnPT6PtRiocISfQVH6qU6Gk2fV+S12/sO0c+nZMt3NDt0GNKNag9JRduD0KtzElqXCXZBvgdX4cw4Xz07aXYI9e56c5z9/R/Gkh1V+D00NpocXj9nCqpMILCqPJjowee1b8UFj20W1MnRIoFigIhkEz5YFeo6pWCqx8KtRLQs/71GEwab/ahnegvB5QlVR4VzrHX/TQcH5eNyb6/WgnsL73cC5E6cpi5F0/f7xRTGNS1y86vDtZdQzqL3kljzWmqfAK2ulw6W3ewBUZjGpDqp3LboPmgVHowDbm4CfUhUAbF21jDKlwn2Qb4NVBx3CVPYnyCLmu75PS0mrJCrfnAVb2a2xU4Tc6qeubxh+gMJrsKDxTd4ufhsgwhrJeuUmOg7xMlwuX/jBae1b2KgUYt09Q+cJSJgB/hr8Um7owkg9Oz0cL7/VTqbrHTyNGr+dFUzPra6yC8A0875S6OizDn4YUjQGnUtRcPzQky+KNTlAcM9dwpq5fdHhnutUxVD9WhTrCE1JxIM/2pmFOhUdhZZI0uwLoMt5DGzRnyNu9r/OXamOi4ek2IK+OA1BBG4KLibHFSR2WtShIi5hePN7CJi5k1i8MeuGp6xvF34KM+Om3jMXY0IKkjp9fW30XGH904dijkj5v0wGlwVso7URO/HQOpMt/dsLbXGHOjT5vJb/8Z/bi8wlcT3jP0SeUvuLZ9futLuZ7742Run7R4Z3psY7heXVpS4Xb5yufF/DLpJfenPT3AdWtSLy63uW1Ezov3TqKv9VdWxuebAPy6ni24bIPWzmczDEvMvYiTCLstcGHoxcbihvwrg/ep+56JBXelUT8uiCkKxXlN68QBv89uHmI+V8Xt3k/9gg9v5PHboHthVT8Njzw7BrTYTFx+GVI5689wnnhnOPdp+56N4wd0bS2g9+n2nAm6hhQf/3iwzvTUx3D8+rSFw53y1/w3TtlPJCOwdogr36zg9eTesPlx+HX0Zw2JpH3yTamvo4jT/A/ECgIgiAIo2AB2+EFQRAEoT1iuARBEIRRIYZLEARBGBViuARBEIRR0Zvh+t///keHIAiCIAyHUv8PJ1ccSM9iI1UAAAAASUVORK5CYII=)**The tree visualized is as follows:  
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   From the summary, we can see that the majority of options are with cancervol < 11.7195 (76 observations) and cancervol > 0.61905 (67 observations). In our case, the majority of these observations are with weight < 40.0465. There are four nodes in this portion of the tree and the criteria are listed below:
   1. Gleason < 6.5 and cancervol < 3.2727
   2. Gleason < 6.5 and capspen < 1.1487
   3. Gleason < 6.5 and cancervol > 3.2727
   4. Gleason < 6.5 and capspen > 1.1487

The estimated test MSE via LOOCV was 0.8567983.

1. **Use LOOCV to determine whether pruning is helpful and determine the optimal size for the pruned tree. Compare the best pruned and un-pruned trees. Report estimated test MSE for the best pruned tree. Which predictors seem to be the most important?**  
   Estimated test MSE via LOOCV was 0.7437038. Our pruned tree was found via LOOCV to have a fairly optimal size of 4 terminal nodes. It is shown below as follows:   
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   The predictors that seem the most important are cancervol and weight, which is similar to our first tree. However, it also seems that this simpler pruned model avoids overcomplexity and yields a higher estimated test accuracy.
2. **Use a bagging approach to analyze the data with B = 1000. Compute the estimated test MSE. Which predictors seem to be the most important?**  
   Estimated test MSE via LOOCV was 0.6119430. From the importance function and varImpPlot(), we can see that cancervol, weight, and vesinv appear to be the most important predictors for this bagging approach.
3. **Use a random forest approach to analyze the data with B = 1000 and m ≈ p/3. Compute the estimated test MSE. Which predictors seem to be the most important?**  
   Estimated test MSE via LOOCV was 0.5641470. Again, from the importance function, we can see that cancervol, weight, and vesinv are the top most important functions for this random forest approach as well.
4. **Use a boosting approach to analyze the data with B = 1000, d = 1, and λ = 0.01. Compute the estimated test MSE. Which predictors seem to be the most important?**  
   Estimated test MSE via LOOCV was 0.6064757. The rel.inf values in the summary of the boosted model show us that cancervol, weight, and vesinv are the most important once again.
5. **Compare the results from the various methods. Which method would you recommend? How does your recommendation compare with the method you recommended in the previous project?**

The method I would recommend is probably random forest; it has the lowest estimated test MSE found via LOOCV, the random forest approach prevents correlation between trees, and it seemed fairly easy to compute for our dataset. The estimated test MSE for PLS and PCR were both higher at approximately 0.77 than our boosted and random forest variants of decision trees, so I would still use my recommendation over the PCR and/or PLS approach.

Question 2

**Results of trying models with hidden units in {256, 512}, epochs in {5, 10}, and 1 or 2 hidden layers are shown below. Also, we include some models with L2 regularization with lambda = 0.001 and one with 50% dropout.**
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As we can see the model with 1 layer, 512 hidden units, and 10 epochs without dropout or L2 regularization is the model with the highest test accuracy. As such, I chose this model as my recommended model. Other attempts have yielded similar results to my memory.

Question 3

1. **Fit a neural network model with 2 hidden layers, each with 64 hidden units, and 200 epochs. Make a plot of validation MAE against epoch. Would you recommend early stopping based on this plot? How many epochs would you suggest? Fit a model with the suggested number of epochs. Reports its validation MAE. Use this suggested number of epochs for all the models below.  
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   I would recommend early stopping based on the plot. I would recommend around 75 epochs. The early stopped model with 75 epochs and the same architecture has a validation MAE of 2.372106.
2. **Fit a neural network model with 1 hidden layer with 128 units. Report its validation MAE.**  
   This one’s validation MAE was 2.346228.
3. **Add L2 weight regularization to the model with 2 hidden layers, each with 64 hidden units. Report its validation MAE.**  
   This one’s validation MAE was 2.326746.
4. **Add L2 weight regularization to the model with 1 hidden layer with 128 hidden units. Report its validation MAE.**  
   This one’s validation MAE was 2.335257.
5. **Compare the above models. Which model would you recommend? Compute MAE of the recommended model from the test data. Comment on the results.**

The above models are fairly close in validation MAE, but I will recommend the L2 weight regularized model with 2 layers of 64 hidden units each. It had the lowest validation MAE at 2.326746. The MAE of the recommended model on the test data was 2.644582. This seemed fairly low and a reasonable MAE, leading me to think that this model seems like a balanced, fair model with not much overfitting or underfitting.

Section 2

Question 1

library**(**tree**)**

library**(**randomForest**)**

library**(**gbm**)**

# Read in prostate cancer data

pc\_data **<-** read.csv**(**"prostate\_cancer.csv"**)**

# Eliminate subject number feature

pc\_data **<-** pc\_data**[**,**-**1**]**

# Treat vesinv as a qualitative variable

pc\_data**$**vesinv **<-** factor**(**pc\_data**$**vesinv, order**=**F, levels **=** c**(**0, 1**))**

# Conduct a natural log transformation on the response

# to adjust it's distribution to something more appropriate.

pc\_data**[**, 1**]** **<-** log**(**pc\_data**[**, 1**])**

hist**(**pc\_data**[**, 1**])**

#a

# Create a decision tree with psa as response and the rest as potential predictors

tree\_pc **<-** tree**(**psa **~** ., pc\_data**)**

# Print out a summary then visualize the tree made

summary**(**tree\_pc**)**

plot**(**tree\_pc**)**

text**(**tree\_pc, pretty **=** 0, cex **=** 0.7**)**

#b

# Find optimal number of nodes via prune.tree function and cross-validation

cv.pc **<-** cv.tree**(**tree\_pc, FUN **=** prune.tree, K**=**nrow**(**pc\_data**))**

# Plot the deviance against size

plot**(**cv.pc**$**size, cv.pc**$**dev, type **=** "b"**)**

# Find size at which you have minimum deviance

# Minimum is usually 8 or 9

cv.pc**$**size**[**which.min**(**cv.pc**$**dev**)]**

# But as we can see, the deviance with 4 terminal nodes is really close to

# those at higher sizes and thus 4 serves as a great elbow point in my opinion

cv.pc**$**dev**[**cv.pc**$**size **==** 8**]**

cv.pc**$**dev**[**cv.pc**$**size **==** 4**]**

# Prune the tree with the elbow in mind, our elbow point is at size=4

prune.pc **<-** prune.tree**(**tree\_pc, best **=** 4**)**

plot**(**prune.pc**)**

text**(**prune.pc, pretty **=** 0, cex **=** 0.7**)**

# c.

# Perform bagging with specified parameters and check importance of predictors

bag.pc **<-** randomForest**(**psa **~** ., data **=** pc\_data, mtry **=** 7, ntree **=** 1000, importance **=** **TRUE)**

importance**(**bag.pc**)**

varImpPlot**(**bag.pc**)**

# d.

# Perform random forest with the specified parameters and check importance of predictors

rf.pc **<-** randomForest**(**psa **~** ., data **=** pc\_data, mtry **=** round**(**7**/**3**)**, ntree **=** 1000, importance **=** **TRUE)**

importance**(**rf.pc**)**

varImpPlot**(**rf.pc**)**

# e.

# Perform boosting with gbm and specified parameters and check importance of predictors

boost.pc **<-** gbm**(**psa **~** ., data **=** pc\_data, distribution **=** "gaussian",

n.trees **=** 1000, interaction.depth **=** 1, shrinkage**=**0.01**)**

summary**(**boost.pc**)**

# Make a function to run LOOCV on all models we want to evaluate

LOOCV\_tree **<-** **function(){**

# Set k to number of observations for LOOCV

k **<-** nrow**(**pc\_data**)**

# Select indices for each fold

indices **<-** sample**(**1**:**nrow**(**pc\_data**))**

folds **<-** cut**(**indices, breaks **=** k, labels **=** **FALSE)**

# Establish structures to store MSE data in

unpruned\_MSEs **<-** c**()**

pruned\_MSEs **<-** c**()**

bagged\_MSEs **<-** c**()**

rf\_MSEs **<-** c**()**

boost\_MSEs **<-** c**()**

# Iterate through each fold

**for** **(**i **in** 1**:**k**){**

# Make validation and training data

val\_indices **<-** which**(**folds **==** i, arr.ind **=** **TRUE)**

val\_data **<-** pc\_data**[**val\_indices,**]**

train\_data **<-** pc\_data**[-**val\_indices,**]**

# For each model, compute MSE and store it

# Base Decision Tree model

train\_tree\_pc **<-** tree**(**psa **~** ., train\_data**)**

unpruned\_MSE **<-** **(**val\_data**$**psa **-** predict**(**train\_tree\_pc, val\_data**))^**2

unpruned\_MSEs **<-** c**(**unpruned\_MSEs, unpruned\_MSE**)**

# Pruned Tree model with potentially optimal best number of terminal nodes

train\_pruned\_tree **<-** prune.tree**(**train\_tree\_pc, best**=**4**)**

pruned\_MSE **<-** **(**val\_data**$**psa **-** predict**(**train\_pruned\_tree, val\_data**))^**2

pruned\_MSEs **<-** c**(**pruned\_MSEs, pruned\_MSE**)**

# Bagging model evaluation

train\_bag **<-** randomForest**(**psa **~** ., data **=** train\_data, mtry **=** 7, ntree **=** 1000, importance **=** **TRUE)**

bagged\_MSE **<-** **(**val\_data**$**psa **-** predict**(**train\_bag, newdata **=** val\_data**))^**2

bagged\_MSEs **<-** c**(**bagged\_MSEs, bagged\_MSE**)**

# Random forest model evaluation

train\_rf **<-** randomForest**(**psa **~** ., data **=** train\_data, mtry **=** round**(**7**/**3**)**, ntree **=** 1000, importance **=** **TRUE)**

rf\_MSE **<-** **(**val\_data**$**psa **-** predict**(**train\_rf, newdata **=** val\_data**))^**2

rf\_MSEs **<-** c**(**rf\_MSEs, rf\_MSE**)**

# Boosted model evaluation

train\_boost **<-** gbm**(**psa **~** ., data **=** train\_data, distribution **=** "gaussian",

n.trees **=** 1000, interaction.depth **=** 1, shrinkage**=**0.01**)**

boost\_MSE **<-** **(**val\_data**$**psa **-** predict**(**train\_boost, newdata **=** val\_data, n.trees **=** 1000**))^**2

boost\_MSEs **<-** c**(**boost\_MSEs, boost\_MSE**)**

**}**

# Return mean of MSEs per model

result **<-** c**(**

mean**(**unpruned\_MSEs**)**,

mean**(**pruned\_MSEs**)**,

mean**(**bagged\_MSEs**)**,

mean**(**rf\_MSEs**)**,

mean**(**boost\_MSEs**)**

**)**

# Store result in named vector

return**(**setNames**(**result, c**(**"unpruned\_est\_MSE", "pruned\_est\_MSE", "bagged\_est\_MSE", "rand\_forest\_est\_MSE", "boosted\_est\_MSE"**)))**

**}**

# Store and print MSEs

MSEs **<-** LOOCV\_tree**()**

MSEs

Question 2

library**(**keras**)**

# Get mnist data

mnist **<-** dataset\_mnist**()**

# Partition training and test images from mnist

train\_images **<-** mnist**$**train**$**x

train\_labels **<-** mnist**$**train**$**y

test\_images **<-** mnist**$**test**$**x

test\_labels **<-** mnist**$**test**$**y

# Reshape and scale data where needed

train\_images **<-** array\_reshape**(**train\_images, c**(**60000, 28**\***28**))** # matrix

train\_images **<-** train\_images**/**255 # ensures all values are in [0, 1]

test\_images **<-** array\_reshape**(**test\_images, c**(**10000, 28**\***28**))**

test\_images **<-** test\_images**/**255

# Obtain categorical versions of training and test labels

cat\_train\_labels **<-** to\_categorical**(**train\_labels**)**

cat\_test\_labels **<-** to\_categorical**(**test\_labels**)**

# Store results in a dataframe

results\_df **<-** data.frame**(**matrix**(**nrow**=**0, ncol**=**7**))**

colnames**(**results\_df**)** **<-** c**(**"layers", "units", "epochs", "dropout", "L2\_reg", "train\_acc", "test\_acc"**)**

# Make a function to create different network architectures depending on parameters

# The function will also compile each network, fit the network on training data, and evaluate on testing data.

exec\_network **<-** **function(**num\_layers, num\_units, num\_epochs, dropout, L2\_reg**){**

# Make models with 2 layers

**if(**num\_layers **==** 2**){**

# Base type of model with specified number of nodes

network **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** num\_units, activation **=** "relu", input\_shape **=** c**(**28**\***28**))** %>%

layer\_dense**(**units **=** num\_units, activation **=** "relu", input\_shape **=** c**(**28**\***28**))** %>%

layer\_dense**(**units **=** 10, activation **=** "softmax"**)**

**}**

**else{**

# Models with only 1 layer

**if(**dropout**){**

# Make a model with dropout

network **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** num\_units, activation **=** "relu", input\_shape **=** c**(**28**\***28**))** %>%

layer\_dropout**(**rate **=** 0.5**)** %>%

layer\_dense**(**units **=** 10, activation **=** "softmax"**)**

**}**

**else** **if(**L2\_reg**){**

# Make a model with L2 regularization and lambda = 0.001

network **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** num\_units, activation **=** "relu", input\_shape **=** c**(**28**\***28**)**,

kernel\_regularizer **=** regularizer\_l2**(**0.001**))** %>%

layer\_dense**(**units **=** 10, activation **=** "softmax"**)**

**}**

**else{**

# Make a model without dropout or L2 regularization

network **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** num\_units, activation **=** "relu", input\_shape **=** c**(**28**\***28**))** %>%

layer\_dense**(**units **=** 10, activation **=** "softmax"**)**

**}**

**}**

# Compile the network

network %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "categorical\_crossentropy", # loss function to minimize

metrics **=** c**(**"accuracy"**)** # monitor classification accuracy

**)**

# Fit the network on the training data and categorical train labels.

# This is where number of epochs parameters is passed to the fitting function

history **<-** network %>% fit**(**train\_images, cat\_train\_labels, epochs **=** num\_epochs, batch\_size **=** 128, verbose **=** F**)**

# Evaluate the network on test images and the categorical test labels

metrics **<-** network %>% evaluate**(**test\_images, cat\_test\_labels, verbose **=** F**)**

# Use metrics to report on test accuracy and history to report on training accuracy

# Store that data in the results dataframe

return**(**data.frame**(**layers**=**num\_layers, units**=**num\_units, epochs**=**num\_epochs,

dropout**=**dropout, L2\_reg**=**L2\_reg,

train\_acc**=**history**$**metrics**$**accuracy**[**num\_epochs**]**, test\_acc**=**metrics**[**"accuracy"**][[**1**]]))**

**}**

# Try different permutations of networks with different numbers

# of layers, units, epochs, and dropout and L2 regularization status

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 1, num\_units **=** 512, num\_epochs **=** 5, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 1, num\_units **=** 512, num\_epochs **=** 10, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 1, num\_units **=** 256, num\_epochs **=** 5, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 1, num\_units **=** 256, num\_epochs **=** 10, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 2, num\_units **=** 512, num\_epochs **=** 5, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 2, num\_units **=** 512, num\_epochs **=** 10, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 2, num\_units **=** 256, num\_epochs **=** 5, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 2, num\_units **=** 256, num\_epochs **=** 10, dropout **=** F, L2\_reg **=** F**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 1, num\_units **=** 512, num\_epochs **=** 5, dropout **=** F, L2\_reg **=** T**))**

results\_df **<-** rbind**(**results\_df, exec\_network**(**num\_layers **=** 1, num\_units **=** 512, num\_epochs **=** 5, dropout **=** T, L2\_reg **=** F**))**

# store results for retrial attempts

saved2\_df **<-** results\_df

Question 3

library**(**keras**)**

# Obtain boston dataset information

boston **<-** dataset\_boston\_housing**()**

# Separate boston dataset into train and test data

c**(**c**(**train\_data, train\_targets**)**, c**(**test\_data, test\_targets**))** %<-% boston

# Obtain mean, stdev, and scale the data

mean **<-** apply**(**train\_data, 2, mean**)**

std **<-** apply**(**train\_data, 2, sd**)**

train\_data **<-** scale**(**train\_data, center **=** mean, scale **=** std**)**

test\_data **<-** scale**(**test\_data, center **=** mean, scale **=** std**)**

# Specify a function to create a 2 hidden layer model with 64 hidden units

# using ReLU activation and linear 1-node output

build\_model **<-** **function(){**

# specify the model

model **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** 64, activation **=** "relu",

input\_shape **=** dim**(**train\_data**)[**2**])** %>%

layer\_dense**(**units **=** 64, activation **=** "relu"**)** %>%

layer\_dense**(**units **=** 1**)**

# compile the model

model %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "mse",

metrics **=** c**(**"mae"**)** # mean absolute error

**)**

**}**

# K-fold CV

# Specify 4 folds

k **<-** 4

# Partition indices and determine folds

indices **<-** sample**(**1**:**nrow**(**train\_data**))**

folds **<-** cut**(**indices, breaks **=** k, labels **=** **FALSE)**

# Supply num epochs and create variable to track histories

num\_epochs **<-** 200

all\_mae\_histories **<-** c**()**

**for** **(**i **in** 1**:**k**){**

cat**(**"Processing fold #", i, "\n"**)**

# Partition data into validation and training data

val\_indices **<-** which**(**folds **==** i, arr.ind **=** **TRUE)** # prepares the validation data: data from partition #k

val\_data **<-** train\_data**[**val\_indices,**]**

val\_targets **<-** train\_targets**[**val\_indices**]**

partial\_train\_data **<-** train\_data**[-**val\_indices,**]** # prepares the training data: data from all other partitions

partial\_train\_targets **<-** train\_targets**[-**val\_indices**]**

# Use build model function to make architecture and compile

model **<-** build\_model**()**

# Fit and track history on partial training data

history **<-** model %>% fit**(**partial\_train\_data, partial\_train\_targets,

validation\_data **=** list**(**val\_data, val\_targets**)**,

epochs **=** num\_epochs, batch\_size **=** 16,

verbose **=** 0**)** # trains the model in silent mode (verbose = 0)

# Obtain validation MAE from history

mae\_history **<-** history**$**metrics**$**val\_mae

# Store the MAE data

all\_mae\_histories **<-** rbind**(**all\_mae\_histories, mae\_history**)**

**}**

# Show MAE per epoch

average\_mae\_history **<-** data.frame**(**

epoch **=** seq**(**1**:**ncol**(**all\_mae\_histories**))**,

validation\_mae **=** apply**(**all\_mae\_histories, 2, mean**)**

**)**

# Plot validation MAE against epoch.

# We can see from the results that there is not much improvement after epoch 75

plot**(**validation\_mae **~** epoch, average\_mae\_history, ylim **=** c**(**2, 5**)**, type **=**"l"**)**

# a.

# Repeat previous process of 4-fold CV for 2-layer, 64 hidden unit model with early stopping

all\_scores **<-** c**()**

**for** **(**i **in** 1**:**k**){**

cat**(**"Processing fold #", i, "\n"**)**

val\_indices **<-** which**(**folds **==** i, arr.ind **=** **TRUE)** # prepares the validation data: data from partition #k

val\_data **<-** train\_data**[**val\_indices,**]**

val\_targets **<-** train\_targets**[**val\_indices**]**

partial\_train\_data **<-** train\_data**[-**val\_indices,**]** # prepares the training data: data from all other partitions

partial\_train\_targets **<-** train\_targets**[-**val\_indices**]**

model **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** 64, activation **=** "relu",

input\_shape **=** dim**(**train\_data**)[**2**])** %>%

layer\_dense**(**units **=** 64, activation **=** "relu"**)** %>%

layer\_dense**(**units **=** 1**)**

# compile the model

model %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "mse",

metrics **=** c**(**"mae"**)** # mean absolute error

**)**

opt\_history **<-** model %>% fit**(**partial\_train\_data, partial\_train\_targets, epochs **=** 75,

batch\_size **=** 16, verbose **=** 0**)**

results **<-** model %>% evaluate**(**val\_data, val\_targets, verbose **=** 0**)**

all\_scores **<-** c**(**all\_scores, results**[**"mae"**])**

**}**

# Print mean MAE

mean**(**all\_scores**)**

# b.

# Repeat previous process of 4-fold CV for 1-layer, 128 hidden unit model with early stopping

all\_scores **<-** c**()**

**for** **(**i **in** 1**:**k**){**

cat**(**"Processing fold #", i, "\n"**)**

val\_indices **<-** which**(**folds **==** i, arr.ind **=** **TRUE)** # prepares the validation data: data from partition #k

val\_data **<-** train\_data**[**val\_indices,**]**

val\_targets **<-** train\_targets**[**val\_indices**]**

partial\_train\_data **<-** train\_data**[-**val\_indices,**]** # prepares the training data: data from all other partitions

partial\_train\_targets **<-** train\_targets**[-**val\_indices**]**

model **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** 128, activation **=** "relu",

input\_shape **=** dim**(**train\_data**)[**2**])** %>%

layer\_dense**(**units **=** 1**)**

# compile the model

model %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "mse",

metrics **=** c**(**"mae"**)** # mean absolute error

**)**

opt\_history **<-** model %>% fit**(**partial\_train\_data, partial\_train\_targets, epochs **=** 75,

batch\_size **=** 16, verbose **=** 0**)**

results **<-** model %>% evaluate**(**val\_data, val\_targets, verbose **=** 0**)**

all\_scores **<-** c**(**all\_scores, results**[**"mae"**])**

**}**

mean**(**all\_scores**)**

# c.

# Repeat previous process of 4-fold CV for 2-layer, 64 hidden unit model with early stopping

# with L2 regularization

all\_scores **<-** c**()**

**for** **(**i **in** 1**:**k**){**

cat**(**"Processing fold #", i, "\n"**)**

val\_indices **<-** which**(**folds **==** i, arr.ind **=** **TRUE)** # prepares the validation data: data from partition #k

val\_data **<-** train\_data**[**val\_indices,**]**

val\_targets **<-** train\_targets**[**val\_indices**]**

partial\_train\_data **<-** train\_data**[-**val\_indices,**]** # prepares the training data: data from all other partitions

partial\_train\_targets **<-** train\_targets**[-**val\_indices**]**

model **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** 64, activation **=** "relu",

input\_shape **=** dim**(**train\_data**)[**2**]**,

kernel\_regularizer **=** regularizer\_l2**(**0.001**))** %>%

layer\_dense**(**units **=** 64, activation **=** "relu",

kernel\_regularizer **=** regularizer\_l2**(**0.001**))** %>%

layer\_dense**(**units **=** 1**)**

# compile the model

model %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "mse",

metrics **=** c**(**"mae"**)** # mean absolute error

**)**

opt\_history **<-** model %>% fit**(**partial\_train\_data, partial\_train\_targets, epochs **=** 75,

batch\_size **=** 16, verbose **=** 0**)**

results **<-** model %>% evaluate**(**val\_data, val\_targets, verbose **=** 0**)**

all\_scores **<-** c**(**all\_scores, results**[**"mae"**])**

**}**

mean**(**all\_scores**)**

# d.

# Repeat previous process of 4-fold CV for 1-layer, 128 hidden unit model with early stopping

# with L2 regularization

all\_scores **<-** c**()**

**for** **(**i **in** 1**:**k**){**

cat**(**"Processing fold #", i, "\n"**)**

val\_indices **<-** which**(**folds **==** i, arr.ind **=** **TRUE)** # prepares the validation data: data from partition #k

val\_data **<-** train\_data**[**val\_indices,**]**

val\_targets **<-** train\_targets**[**val\_indices**]**

partial\_train\_data **<-** train\_data**[-**val\_indices,**]** # prepares the training data: data from all other partitions

partial\_train\_targets **<-** train\_targets**[-**val\_indices**]**

model **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** 128, activation **=** "relu",

input\_shape **=** dim**(**train\_data**)[**2**]**,

kernel\_regularizer **=** regularizer\_l2**(**0.001**))** %>%

layer\_dense**(**units **=** 1**)**

# compile the model

model %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "mse",

metrics **=** c**(**"mae"**)** # mean absolute error

**)**

opt\_history **<-** model %>% fit**(**partial\_train\_data, partial\_train\_targets, epochs **=** 75,

batch\_size **=** 16, verbose **=** 0**)**

results **<-** model %>% evaluate**(**val\_data, val\_targets, verbose **=** 0**)**

all\_scores **<-** c**(**all\_scores, results**[**"mae"**])**

**}**

mean**(**all\_scores**)**

# e.

# Take our considered optimal model and fit it again

model **<-** keras\_model\_sequential**()** %>%

layer\_dense**(**units **=** 64, activation **=** "relu",

input\_shape **=** dim**(**train\_data**)[**2**]**,

kernel\_regularizer **=** regularizer\_l2**(**0.001**))** %>%

layer\_dense**(**units **=** 64, activation **=** "relu",

kernel\_regularizer **=** regularizer\_l2**(**0.001**))** %>%

layer\_dense**(**units **=** 1**)**

# compile the model

model %>% compile**(**

optimizer **=** "rmsprop",

loss **=** "mse",

metrics **=** c**(**"mae"**)** # mean absolute error

**)**

opt\_history **<-** model %>% fit**(**train\_data, train\_targets, epochs **=** 75, batch\_size **=** 16, verbose **=** 0**)**

# Evaluate the model on the test data and print out the results

results **<-** model %>% evaluate**(**test\_data, test\_targets, verbose **=** 0**)**

results